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II. WIFIX MESH NETWORK ARCHITECTURE

The Multi-Gateway Topology Discover and Channel
Change (MG-TDCC) protocol proposed in this paper extends
the Wi-Fi Network Infrastructure eXtension (WiFIX) archi-
tecture [1]. Based on IEEE 802.1D bridges [8] and a single-
message protocol, WiFIX is a simple and efficient solution for
Stub Wireless Mesh Networks. This kind of networks aim to
extend the current wired infrastructure with a set of static Mesh
Access Points (MAPs) that perform multi-hop bidirectional
forwarding between the clients and the infrastructure, as shown
in Figure 1. Each MAP is equipped with two radios, one
devoted to the mesh network formed by all MAPs, and the
other one to serve clients.

Internet

Infrastructured 
Network

MAP

MAP

MAP

WiFIX Stub 
WMN

Infrastructure 
Extension

Master 
MAP

Fig. 1. WiFIX Reference Scenario. Each MAP is equipped with two NICs,
one for the mesh network and the other for clients.

The network self organization is achieved by the Active
Topology Creation and Maintenance (ATCM) mechanism.
ATCM automatically creates a single tree rooted at the Master
MAP, which is connected to the wired infrastructure, as
seen in Figure 1. This mechanism is supported by a single-
message protocol, where a Topology Refresh (TR) message is
periodically sent by the Master MAP and forwarded by every
Slave MAP. TR messages are sent in broadcast mode and carry
the parent address and the distance from the current node to
the root (Master MAP). The structure of the TR messages are
presented in Figure 2. Every Slave MAP periodically chose
the best parent MAP, which is the parent with the least hops
to the Master MAP, according to the Distance field of the TR
message. This metric, although being simple is effective, shows
good results when compared with the radio aware routing
metrics presented in [9], which are known to have problems
with network instability [10]. The MAC address of the chosen
parent is passed in the next TR message in Parent Address
field. Therefore, TR messages play three important roles: 1)
inform the parent MAP about a new child; 2) announce the
MAP presence to other MAPs and 3) announce the Master
MAP. The encapsulation of the Ethernet frame inside the
802.11 frame is performed by Ethernet-over-802.11 (Eo11)
tunneling mechanism. Eo11 allows to store the original source
and destination addresses, freeing two MAC addresses for
forwarding the frames from MAP to MAP using the simple
learning mechanism of the 802.1D bridges.

Fig. 2. Topology Refresh (TR) Message structure. TR messages are sent by
the master MAP and forwarded by every Slave MAP.

III. TDCC PROTOCOL

Topology Discover and Channel Change protocol was
designed to allow multi-channel operation in WiFIX Stub
Networks. To keep only one radio interface in the mesh
network, a channel assignment protocol is needed. In [11]
there are shown 4 different types of protocols and architectures
for single-radio channel assignment in WMNs. The first one,
Dedicated Control Channel protocols, require that one channel
must be reserved for control packets, wasting 1/3 of the
available orthogonal channels in 2.4 GHz IEEE 802.11b/g/n
networks. Hopping protocols and Split-Phase protocols require
complex synchronization mechanisms that are not compatible
with the current IEEE 802.11 standard [7], [11] . In the first
case, mesh nodes hop between channels according to a pattern.
In the second case, the time is divided in cycles with a control
phase and a data phase. Receiver-fixed protocols consider the
existence of a fixed quiescent channel associated to every node.
When the node wants to send data to another node, it changes
to the quiescent channel of the destination node, returning to its
quiescent channel as soon as the transmission ends. After that
the node is free to receive data from other nodes. Despite the
increased bandwidth due to broadcast transmissions, Receiver-
fixes protocols are compatible with IEEE 802.11 networks and
are easy to implement.

TDCC is a Receiver-fixed protocol that is responsible to
collect in the Master MAP the links available between all
MAPs, independently of their operating channel, without in-
troducing additional messages to the WiFIX solution. The free
space of TR messages from original WiFIX ATCM mechanism
were used to store topology data. Each TR message received is
retransmitted in each channel, which allows that nodes tuned
in other channels receive the TR message and know about
neighbors tunned in other channels. With the information about
the topology of the mesh network, the CCAA or the Network
Manager can fine-tune the operating channels of the MAPs
in the Management Tool and assign new channels to each
MAP. The protocol will process those decisions and apply the
channel changes towards the tree. In Figure 3, the reference
scenario of TDCC protocol is presented, where two different
trees can be seen, rooted at Master MAPs in different channels.

TDCC operates in two modes: Topology Discovery mode
and Channel Change mode. In the Topology Discovery mode,
the protocol collects information about the links available
between MAPs and report that information to the Master MAP.
In every TR message received, the MAC address and quiescent
channel is stored in a neighbor list. Then, each node will
append its neighbor list to the TR received by its child nodes
and send a new TR message with that information. Through
this mechanism, the Master MAP will have the knowledge
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II. WIFIX MESH NETWORK ARCHITECTURE

The Multi-Gateway Topology Discover and Channel
Change (MG-TDCC) protocol proposed in this paper extends
the Wi-Fi Network Infrastructure eXtension (WiFIX) archi-
tecture [1]. Based on IEEE 802.1D bridges [8] and a single-
message protocol, WiFIX is a simple and efficient solution for
Stub Wireless Mesh Networks. This kind of networks aim to
extend the current wired infrastructure with a set of static Mesh
Access Points (MAPs) that perform multi-hop bidirectional
forwarding between the clients and the infrastructure, as shown
in Figure 1. Each MAP is equipped with two radios, one
devoted to the mesh network formed by all MAPs, and the
other one to serve clients.
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Fig. 1. WiFIX Reference Scenario. Each MAP is equipped with two NICs,
one for the mesh network and the other for clients.

The network self organization is achieved by the Active
Topology Creation and Maintenance (ATCM) mechanism.
ATCM automatically creates a single tree rooted at the Master
MAP, which is connected to the wired infrastructure, as
seen in Figure 1. This mechanism is supported by a single-
message protocol, where a Topology Refresh (TR) message is
periodically sent by the Master MAP and forwarded by every
Slave MAP. TR messages are sent in broadcast mode and carry
the parent address and the distance from the current node to
the root (Master MAP). The structure of the TR messages are
presented in Figure 2. Every Slave MAP periodically chose
the best parent MAP, which is the parent with the least hops
to the Master MAP, according to the Distance field of the TR
message. This metric, although being simple is effective, shows
good results when compared with the radio aware routing
metrics presented in [9], which are known to have problems
with network instability [10]. The MAC address of the chosen
parent is passed in the next TR message in Parent Address
field. Therefore, TR messages play three important roles: 1)
inform the parent MAP about a new child; 2) announce the
MAP presence to other MAPs and 3) announce the Master
MAP. The encapsulation of the Ethernet frame inside the
802.11 frame is performed by Ethernet-over-802.11 (Eo11)
tunneling mechanism. Eo11 allows to store the original source
and destination addresses, freeing two MAC addresses for
forwarding the frames from MAP to MAP using the simple
learning mechanism of the 802.1D bridges.

Fig. 2. Topology Refresh (TR) Message structure. TR messages are sent by
the master MAP and forwarded by every Slave MAP.

III. TDCC PROTOCOL

Topology Discover and Channel Change protocol was
designed to allow multi-channel operation in WiFIX Stub
Networks. To keep only one radio interface in the mesh
network, a channel assignment protocol is needed. In [11]
there are shown 4 different types of protocols and architectures
for single-radio channel assignment in WMNs. The first one,
Dedicated Control Channel protocols, require that one channel
must be reserved for control packets, wasting 1/3 of the
available orthogonal channels in 2.4 GHz IEEE 802.11b/g/n
networks. Hopping protocols and Split-Phase protocols require
complex synchronization mechanisms that are not compatible
with the current IEEE 802.11 standard [7], [11] . In the first
case, mesh nodes hop between channels according to a pattern.
In the second case, the time is divided in cycles with a control
phase and a data phase. Receiver-fixed protocols consider the
existence of a fixed quiescent channel associated to every node.
When the node wants to send data to another node, it changes
to the quiescent channel of the destination node, returning to its
quiescent channel as soon as the transmission ends. After that
the node is free to receive data from other nodes. Despite the
increased bandwidth due to broadcast transmissions, Receiver-
fixes protocols are compatible with IEEE 802.11 networks and
are easy to implement.

TDCC is a Receiver-fixed protocol that is responsible to
collect in the Master MAP the links available between all
MAPs, independently of their operating channel, without in-
troducing additional messages to the WiFIX solution. The free
space of TR messages from original WiFIX ATCM mechanism
were used to store topology data. Each TR message received is
retransmitted in each channel, which allows that nodes tuned
in other channels receive the TR message and know about
neighbors tunned in other channels. With the information about
the topology of the mesh network, the CCAA or the Network
Manager can fine-tune the operating channels of the MAPs
in the Management Tool and assign new channels to each
MAP. The protocol will process those decisions and apply the
channel changes towards the tree. In Figure 3, the reference
scenario of TDCC protocol is presented, where two different
trees can be seen, rooted at Master MAPs in different channels.

TDCC operates in two modes: Topology Discovery mode
and Channel Change mode. In the Topology Discovery mode,
the protocol collects information about the links available
between MAPs and report that information to the Master MAP.
In every TR message received, the MAC address and quiescent
channel is stored in a neighbor list. Then, each node will
append its neighbor list to the TR received by its child nodes
and send a new TR message with that information. Through
this mechanism, the Master MAP will have the knowledge
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Conclusions	
  

•  Rou)ng,	
  hidden	
  nodes	
  and	
  fairness	
  are	
  major	
  challenges	
  in	
  
Stub	
  WMNs	
  

•  WiFIX	
  simple	
  and	
  efficient	
  approach	
  to	
  address	
  them	
  
–  No	
  explicit	
  signalling	
  for	
  path	
  establishment	
  
–  Fairness	
  and	
  predictable	
  Stub	
  WMN	
  capacity	
  
–  Easy	
  and	
  fast	
  deployment	
  

•  Ongoing	
  work	
  
–  Mul)	
  channel	
  mul)gateway	
  support	
  
–  Stub	
  WMN	
  in	
  real	
  world	
  deployments	
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