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Multipath TCP

● RFC 6824 - TCP Extensions for Multipath 
Operation with Multiple Addresses
– Use multiple paths to:

● Improve resource usage
● Improve resilience to network failure

● Needs to be supported on the connection 
endpoints



  



  

Ninux Rome – (self-provided) IPv6



  

Ninux Rome

● IPv4 + IPv6 networks
– Uplinks:

● BGP peerings (both IPv6 and IPv4)
● DSLs (IPv4 only)

– Multipath routing already in place!

● By using MultiPath-TCP VPNs perhaps we could:
– aggregate uplink bandwidth

– have more resiliency



  

● Aim: use different community network internet gateways, for:
– Bandwidth aggregation

– Load balancing

– Fault tolerance

● Relies on:
– OpenVPN over MultiPath-TCP

– Loose source routing



  

Binder



  

Binder Limitations

http://sites.inka.de/bigred/devel/tcp-tcp.html 

● TCP over TCP is a bad idea
– The upper TCP assumes that packet loss will not be handled by 

the layers below
● TCP over wireless is also a bad idea

– TCP assumes that packet loss is caused by congestion
– Packets lost due to interference trigger congestion control 

mechanisms
● TCP over TCP over wireless looks like a very bad idea

● Loose source routing is deprecated
● Need for an “external” aggregating server
● Binder has been tested in an emulated environment only (AFAIK)

http://sites.inka.de/bigred/devel/tcp-tcp.html


  

MP-TCP-based VPN

● But: just a few tools are needed and they are 
easily available:
– MP-TCP kernel

– OpenVPN (or other VPNs that can use TCP)

● So why not give it a try?



  

MP-TCP-based VPN
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MP-TCP-based VPN

● Testbeds:
– GNS-3 emulation

● Different link speeds and latencies (~5-10Mbps, ~10-100ms delay)

– Real World testbed
● (slow ~8Mbps) Wi-Fi connection, 3G connection, ethernet

● Tried:
– OpenVPN (over TCP)

– tinc-VPN (over TCP)

– vtund (TCP mode)

– ssh -w

– socat
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MP-TCP-based VPN
● Disclaimer:

– Only some very preliminary tests were performed!

● Tested using UDP (iperf)

– To work around TCP-in-TCP effects
● Observations:

– Packets are going through different links at the beginning, but then they use 
one link only

● The one with the smallest latency

– Instability
● In the emulated network packets sometimes used both links (with vtund!)

– But: both links used at the speed of the link with the smallest latency 
● BDP does not count!?

● Is userspace processing increasing latency too much?
● Is it really worth investigating further?



  

So...
● VPNs over MP-TCP seem wrong anyway

– Worth trying just because all tools are easily available
● Other ways to go:

– Migrating operating systems to multipath TCP?

– Stop using TCP sockets and have application-level multipath support?
● An UDP-based multipath VPN sounds great!

– It could get rid of TCP-specific issues
● TCP in TCP 
● TCP over wireless

– No need to change end host operating systems or applications

– Perhaps it could be based on existing source code:
● MP-MOSH ?
● QUIC ?



  

Thank you
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